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SMOTE

The Synthetic Minority Over-sampling Technique(SMOTE) to balance the data prior to feeding them
into the network.10 Keras’ Adam optimizer was chosen with default parameters, i.e., learning rate
0.001, and dropout with a value of 0.1 was used to prevent overfitting . Cross-validation on a 0.33
split was used on the class-balanced datasets during fitting the model.
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