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Learning rate

If the learning rate is low, then training is more reliable, but optimization will take a lot of time
because steps towards the minimum of the loss function are tiny.

If the learning rate is high, then training may not converge or even diverge. Weight changes can be
so big that the optimizer overshoots the minimum and makes the loss worse.
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